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Abstract— For iterative decoding of multiple antenna systems numerical simulations, we will compare the performance of
concatenated with an outer error correcting code, it is important - these APP MIMO detectors with the list version of the sphere

to use an a posteriori probability detector for the MIMO  yecoder. A modified version of thel algorithm has also been
detection to achieve near capacity performance. To avoid full . .
gindependently proposed in [8].

APP detection, we propose a reduced complexity detector base
on breadth first algorithms. Although these algorithms are sub-
optimal, we show that they can provide a good list of candidates Il. LINEAR MODEL FORMIMO CHANNEL

for the APP calculation. Furthermore, by exploiting the a priori . . - . - )
information delivered from the outer decoder, it is possible to We consider the V-BLAST or sequential multiplexing sys

decrease the MIMO detector complexity at each iteration. Using t€m over a MIMO channel with\/ transmit andN receive

simulation results, we will compare the performance of the antennas given in Fig. 1.
proposed detectors with the list sphere detector.
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I. INTRODUCTION Mk-’;-*

Multiple input multiple output (MIMO) channels can in gy Han N AWGN
theory greatly increase the capacity of wireless commitioica Sink - Decision Deinterleaver %?V
. . u |
links. Among the schemes that have been designed for these outer |L, ) — ' |L€) L) wmo

: . Soft In-Oute ﬂ' g

channels are the Vertical Bell Labs Layered Space Time (V- L (6" | Decoder {- | Detector

BLAST) [1] and the orthogonal and quasi orthogonal space
time block codes. Although the classical detector for the
V-BLAST scheme is based on a nulling and cancellation
(NC) algorithm and in order to achieve near capacity, we o> ﬂ"
should associate this scheme with a channel code such as a L(c) A
convolutional code or a Turbo code. Consequently, we need

an a posteriori probability (APP) MIMO detector to pass agig. 1. MIMO transmission chain
extrinsic information to the outer decoder. It is well known

that a full APP detector becomes computationally intrdetab The vector of information bitsi is first encoded with an
when the number of antennas and the size of the constellat&rnor correcting code and then interleaved to obtain théovec
increase [2]. Two depth first algorithms have been proposefl coded bits. Then, we decompose this vector into blocks
to reduce the complexity of the APP detector : the list versiof coded bits of lengtt2M x S, ¢ = (¢, ..., Conr)? with

of the sphere decoder [3] [4] and the list sequential detectt) = (c;1, ..., c;is).

[5]. In this paper, instead of searching for a list of the best Each vectorc is then mapped to the vector of real symbols
candidates, we propose a reduced-complexity APP detectos (x1,...,z2x)7 € XéM“. We suppose thak’s is the
that will search for a list of good candidates. This searct¥-PAM signal set¥s = {—2°+1,-29+3,...,29 -3 25

will be done using two breadth first algorithms applied to th&}. In other words, the complex symbols are chosen from a
tree structure of the space time scheme : Mealgorithm QAM constellation with22° possible signal points.

[6] and theT algorithm [7]. While the complexity of the first Lety € R?Y the vector of received signals.

decoder is constant at each iteration, using a priori in&tiom We have the classical real-valued equation :

from the outer code, we will show that the complexity of

the second one can be reduced at each iteration. Using y=Bx+v (1)
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whereB is the real channel matrix of dimensi@iv x 2M Since the computing (7) is of prohibitive complexity, we
built from the complex channel matrild by replacing each will generally only use a list of sequencasfor which the

R(hij)  —S(hij) metric
. L J J
of these elementh”. by /47 (%(hij) ﬁ(hij) . s
hij, the path gain between the receive antern@ the M(x(©)) = [ly — Bx(©)|? 2azzlnp(mk) @)

transmit antenng is modelled as an independent realization
of complex Gaussian random variable of unit variances s[ small
: .

. . . |
a vector of independent zero mean real Gaussian noise w qt is equivalent to searching for the lattice points close to

. o .
Va”angea = 1/2. We assume that 'the energy of 'S the given pointy in the latticeA defined by the sefBx : x €
E|z;||* = 1/2 and consequentlf's = M is the total transmit 2MX1) \wherex = (21, zon)T i the input vector

ower per channel use. Thenis the signal to noise ratio per;, S ' . M
power p #n g PEthe entries of which are consecutive integers.
receive antenna.

From (1) the probabilityp(y|x) of a realization of the In the following, we will assume th&tM < 2N and rank

. ' : . (B) =2M.
received vector given a transmitted vector is In [3] the authors have shown that we can rewifte—

Bx(c)||? in the following way :

k=1

§Y) = a0 (gl —BxIP) @

ly=Bx()|* = (x=%)"B"B(x—%)+y* (I -B(B"B) 'B")y
©)
An APP detector generates an a posteriori probability (APP)herex = (B”B)~'BTy is the unconstrained least squares
about the transmitted bits;;. The a posteriori probability of astimate.

the bitc;; given the received vector is usually expressed as  Finally, the metric to be calculated for APP detection is :
a log-likelihood ratio (L-value) as follows :

IIl. APP DETECTOR FORMIMO CHANNELS

2M

P(ci; = +lly)
L(c;; =1 2 3 — (v _\TRT o) 9.2 ‘ ’
(cijly) =1In Plew = —1ly) (B M(x(@) = x-%TBTB(x—X) — 20 ;llnP(:rk) + M
Using the Bayes theorem, (3) becomes 2M
=7'B"Bz — 202 Z In P(x) + M’
P i — 1 c o 1pyCPCCi' k=1
L(cijly) =In (e =+ )+an €Cit (yle) Pleles;) 2M
P(eij = —1) D ceCi; s p(yIC)P(C\%&) =Z"R"Rz 20> " In P(ay) + M’
k=1

wherei = 1,...,2M andj = 1,...,5 andC;; 1, is the (10)
set of 22M5-1 vectorsc with ¢;; = +1.

The first term is the a priori L-valug 4 (c;;) and the second ~ where M’ = y(I — B(B'B)"'BT)y, x = x +zis a
term is the extrinsic L-valud g (c;;|y) that will be passed to candidate vector an® is the upper triangular matrix with
the next decoder. B”B = RTR obtained using the Cholesky factorization.

Assuming the independence of the hits the extrinsic L-  Let r;; an element of the matriR with i,j < 2M and
value becomes z=(21,20,...,2)". Using the exact expression we obtain

> ceci; 4, PYIC) H(kl);é(“ P(c) M 2M 2

Li(cijly) = In o2+ ) 5) M(xc) =) zz(ﬂr > 4 > —20%In P(x;) |+ M’
s(ealy) Zcecu,,lp(Y\C)H(kl);ﬁ(ij) P(cr) © () im1 i\ j:7,'+1quj 7P

From (2) we can derive the logarithm probability 11)

L for j =

r

whereg;; = r2 fori = 1,...,2M andg,;; =
) 1,....,2M,j=i+1,...,2M.
Inp(ylc) = =N In(270*) — =——|ly — Bx(c)|[*  (6) To get the list of candidates, one solution is to use a list
20 sphere decoder [3] [4] based on the Fincke-Pohst enumeratio
Finally using the Max-log approximation [9h} a; ~ [10] [11] or the Schnorr-Euchner refinement [12] . The list
max In a; the extrinsic L-value can be expressed as foIIowssphere decoder finds th&/canq best codewords to compute
).
{_ 2%||y—Bx(c)\|2+ 3 lnP(ckl)} To get this list, the square radius of the sphere should
o guarantee that the sphere contains at |8dst,q points.

T

Lp(cijly) = max
oGt ) an , : \
) It is interesting to note that this algorithm can be seen as a
- Jnax { ~ 552y = Bx(e)|I” + > I P(Ckl)} tree search algorithm. Each path in the tree corresponds to a
v (kD) #(id) vectorx.
Thanks to the upper triangular form &, each branch of
whereln P(cy;) can be calculated from the a priori L-valuethe tree can be labelled with a branch metric. For a branch at

La(ckr). depth2M — i + 1 the branch metriav(x?*) is given by :



on the channel realization. Consequently a hardware imple-
oM 9 mentation will be easier to achieve.
w(xM) = (qn (ZZ + Z Qijzj) —92¢21n p(;@) (12) Although the list of candidates is performed only at the first
j=it1 global iteration over the MIMO detector in [3] [4], we can
o0 o . improve the performance of the ligt/ detector by updating
wherex;™ = (i, zit1...,221)" IS the vector associatedyq |ist of candidates at each global iteration using all the
with the path from the root of the tree to the branch. Thefsiiaple a priori information. This can be done efficiertly

we may write the accumulated metric corresponding to thiging two separate lists (one from the channel informatiah a
partial path in the form one from the a priori information) [8] . This point signifidin

oM improves the performance of the detector when the number of
MOEM) =" w(EM) + M(X33741) candidates is limited.
j=i It should be noted that a list/ detector withMcang=1 is
= M(xfﬂ) + w(x2M) (13) equivalent to the NC algorithm proposed for the hard degpdin
of the V-BLAST code. Compared to the NC algorithm the
with M(X%%H) =M. ordering of the column oB according to their Euclidian norm
We will now propose to use breadth first algorithms in ordejoesn’t improve the performance of the ligt algorithm.
to obtain the list of candidates. Since we select a limited number of candidates, there is no
guarantee that for each considered bit, we will keep at azest
A List M APP detector path with the complementary bit. If this problem occurs, we

will consider that the corresponding bit has a high religbil

For the decoding of convolutional codes, due to the compL: 4 \we will consequently clip the extrinsic L-value4a [3].

tation complexity of the Viterbi algorithm, reduced comyitg

algorithms have been developed. Thé algorithm [6] and )

the T algorithm [7] are two such algorithms belonging to thé- List 7" APP detector

breadth first decoding algorithms. In order to further reduce the complexity of the detector,
The main idea is that survivors with small weight can bi is possible to use the a priori information coming from the

omitted with a negligible probability of discarding the nosouter code to decrease the number of explored paths. This

likelihood path. While theM algorithm keeps a fixed numbersolution can be implemented with a it algorithm. Step 3

M_cang Of paths at each step, ti¥e algorithm keeps a variable of the M algorithm is then replaced as follows :

number of survivor paths depending on a threshold parameter

T. 3. select the paths satisfying the metric condition 1 or 2.
Since it is possible to describe the problem over a tree, we

can build an APP decoder for MIMO channel based on a list Metric condition 1:

type version of thel/ algorithm.

M M
The proposed algorithm can be described as follows : M) = MG ) min < C1 (14)
1) initialize the memory with one path starting from thevt(x2),,.,,, corresponds to the path obtained using the NC
root node and with metrig\((x337 ) = M’ algorithm. Then, the NC point is the reference lattice p&ant
the search.

2) extend each memorized path and update the accumulateMetric condition 2:
metrics of each path
MM < Oy (15)
3) order the paths according to their accumulated metric

then select theMgang best paths among the extendeéf\/hen using the condition 2, if there is no remaining path,
paths and suppress the other paths we will keep the NC solution. Here the unconstrained least

squares estimate is the reference point.
4) go to step 2 until we reach the leaves of the tree. Finally we will also describe another metric condition
Otherwise, go to step 5 recently proposed in [4].
Metric condition 3:

5) calculate the APP M(x?M) B M(X?M)ML <cy (16)
Compared to the list sphere decoder or the list sequentiaHere, the reference point is the ML solution. Clearly, ntetri
decoder theM.a.ng candidates obtained by the list M detectocondition 3 gives better performances than the two previous
are not necessarily the closest codewords from the receiv@tks. In [4] a first sphere decoder was used to get the ML point
point. Consequently, the expected performance of this-algand then a list sphere APP detection was performed. However,
rithm should be lower than the two other list detectors. Gn tlsince there is no sphere reduction in the list sphere APP

other hand, compared to the other list detectors, the Hreadetection, it is equivalent to performing a T APP detectibime
first structure of this algorithm has a lower computationainly difference is the structure of the algorithms (seqiaént
complexity and the computational complexity doesn’t deperor deep first versus parallel or breadth first algorithm).



In figure 2, we have compared the histograms of the numtmaheme. We will suppose that the channel is perfectly known
of points visited using condition 1 and 2. For both algorithmat the receiver and changes independently at each channel

the average number of points was fixed to 50. use. Following [3] the transmission is organized in blocks
of 9216 information bits. The channel code is a parallel
zo“‘f , , , concatenated convolutional (PCC) code composed of two
R T eine gg:g:::g:;\ (7.5) convolutional codes. The code rate 1/2 is obtained by
| puncturing. The complex symbols are taken from a QPSK
SIS 4 constellation. For each block, we apply 4 global iterations
ul ‘ | , _ ‘ , | over the MIMO detector and 8 iterations are performed for the
[ iterative decoding of the PCC code. These parameters allow
12 ;‘ Yy “\,\ 1 us to compare the performance of the proposed list MIMO
ol | “\ My | detector with the performance given in [3]. Since the number
e‘ " Y } of codewords i2'6 = 65536, it is not possible to perform the
o RO : ' 7 full APP detector. The dashed lines correspond to the BER
of | e ’\"‘v‘& {1 performance of the list sphere detector given in [3] for eesp
4 o \ ‘ ‘ | tively Mcang= 32,16,8,4 and 2 and the solid lines correspond
3‘ paY Ao Nl to the list M detector forMcang = 32,16,8,4,2 and 1. We
2[| ~ R e T -1 can observe at BER®° a performance degradation of 0.3
S e L dB for Meang = 32 and of 0.8 dB forMgang = 16. Since the
0 20 40 60 80 100 120 140 160 180 200

list of candidates is not as good as the list obtained using
the sphere detector, the performance degradation increase
Fig. 2. Histograms of the number of points visited using meteindition 1 When we reduce the number of candidates. When we use
and 2. only one candidate for the lisb/ detector (equivalent to
) ) the NC detector), the performance degradation is 4.8 dB at
The advantage of choosing the NC point as the center of t8eR=10—-5. However to guaranty the obtaining of thésand

search instead of the received poinare obvious since the pest candidates in [3], the diameter of the sphere was much
number of points are more concentrated around the averggher than using the proposed lisf detector.

number of points using the metric condition 1. The same
conclusion has been drawn in [4] considering the ML point =,

nbr of points

the center of the search.
C. List TM APP detector 107k 1

In order to limit the memory size and the computation SRR
complexity it can be necessary to keep only a limited numt T ; \ 7
of paths at each level. Consequently, we propdséAaversion 07 y | \ ‘\,“ 1
of the T algorithms where Step 3 is replaced as follows : &« = | *

3. select the paths satisfying the metric condition 1 or 2. © ] o Y ‘ S ¢
the number of selected paths is greater thap,,, order the 15 Sy’ ! w_ i B LB i
paths according to their accumulated metric, selectMRgng O 2 Meana™ SRR S v
best paths and suppress the other paths. JEs SEEJ)MZZ:}}BZ R R R ST

I W MZ::Z:M A “’\ ! “‘;‘ . ]
3 wowT T
MD M =4 I B . E
IV. SIMULATION RESULTS < MD M, =2 Do | T .
We will first provide the definition ofE}, /N, that is used ! 2 ° AED/NO @) ° ! ®

in our performance curves. Since the average signal eneryy
per transmitted complex symbol Bs/M and because therig. 3. BER performance over 8x8 MIMO channels, QPSK modutatio
fading coefficients are independent with variance 1/2 irheaate 1/2 memory 2 turbo codes. APP decoder : list sphere deddggiq=
real dimension, the average signal energy per receive maten? 16-8,4,2, 1 and listM decoderMcang= 32,16, 8,4, 2.
is Es. Then, theN receive antennas collect a total power of
NEg carrying 2RM S information bits whereR is the rate ~ Fig. 4 gives the BER performance using different list/
of the channel code. We can consequently define the sigdgfectors. The best result is obtained when the ML point is
energy per transmitted information bit at the receiver as : the reference point({; = 15 and Mcang = 128). However
> B N using the NC point as the center of the sear€h € 15 and
=b =25 4 10log, g ———— (17) Mcana= 128) we have a performance degradation of only 0.4
Nolgg Nolggp 2RMS dB at BER = 107°. When using the Metric condition 2,
Fig. 3 compares the BER performance of the proposeg need to analyze more points to get the same performance.
detector with the BER performance of the list sphere deteleig. 5 and 6 compare respectively the performance and the
tor considering a8 x 8 MIMO channel and the V-BLAST complexity of the listAM decoder {{cang = 16) and the list
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Fig. 4. BER performance of different list TM detectors usingetNt Fig. 6. Complexity vs. iteration for differerff;, /Ny of the listT M detector
conditions 1, 2 and 3. using Metric condition 1 withC'y = 15 and Mggng= 128 .

Using simulation results, we have shown that this detector
gives a better complexity performance compromise. The same
3 conclusions hold when using space time block codes instead
of the V-BLAST scheme.
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